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Abstract

In seismology, the signal is usually analysed for earthquake data, but these represent less than 1% of continuous recording. The remaining data are considered as seismic noise and were for a long time ignored. Over the past decades, the analysis of seismic noise has constantly increased in popularity, and this has led to develop new approaches and applications in geophysics. The study of continuous seismic records is now open to other disciplines, like geomorphology. The motion of mass at the Earth’s surface generates seismic waves that are recorded by nearby seismometers and can be used to monitor its transfer through the landscape. Surface processes vary in nature, mechanism, magnitude and space and time, and this variability can be observed in the seismic signals. This contribution aims to give an overview of the development and current opportunities for the seismic monitoring of geomorphic processes. We first describe the common principles of seismic signal monitoring and introduce time-frequency analysis for the purpose of identification and differentiation of surface processes. Second, we present techniques to detect, locate and quantify geomorphic events. Third, we review the diverse layout of seismic arrays and highlight their advantages and limitations for specific processes, like slope or channel activity. Finally, we illustrate all these characteristics with the analysis of seismic data acquired in a small debris-flow catchment where geomorphic events show interactions and feedbacks. Further developments must aim to fully understand the richness of the continuous seismic signals, to better quantify the geomorphic activity and improve the performance of warning systems. Seismic monitoring may ultimately allow the continuous survey of erosion and transfer of sediments in the landscape on the scales of external forcing.

1 Introduction

A multitude of geomorphic processes act on the Earth’s surface, driving the evolution of its landscapes. These processes include for example river sediment transport, river
bed erosion, debris flow, and hillslope activity such as rock fall and landsliding, all of which act at diverse spatio-temporal scales. Moreover, interactions and feedbacks may occur amongst these processes, within individual episodes of geomorphic activity or at longer time scales (Whipple, 2004). For example, a common concept is that hillslopes provide sediment to a river (Hovius et al., 2000), where it serves as tools for erosion of the channel (Sklar and Dietrich, 2001; Attal and Lavé, 2006; Turowski et al., 2007; Cook et al., 2013). Channel lowering or lateral undercutting of the banks can in turn drive further erosion of adjacent hillslopes (Densmore et al., 1997; Molnar et al., 2010; Burtin et al., 2014). Such links between separate process domains determine the dynamics of the Earth’s surface, and need to be resolved to understand the landscape as a whole. It can be difficult to directly observe geomorphic processes and especially their links, and monitoring techniques often lack the temporal and spatial coverage and resolution to address the scale of interest. Thus, the development of observation approaches that offer continuous coverage of surface process activity at the landscape scale is a key challenge in geomorphology. Such approaches are not only essential to the advancement of understanding of individual processes and landscape dynamics, but they can also be used for natural hazard assessment, real-time event warning (e.g. Berti et al., 2000; Badoux et al., 2009), and monitoring in civil engineering applications. Seismic monitoring techniques are promising in this respect, as the only currently available method to monitor an integral landscape at high temporal resolution, without the need to focus on a specific process or site (Burtin et al., 2013). In the past decades, the potential of using acoustic and seismic signals for geomorphological gain was explored in several studies (e.g., Bätzinger and Burch, 1990; Taniguchi et al., 1992; Govi et al., 1993; Rickenmann and McArdell, 2007; Burtin et al., 2008, 2011; Gray et al., 2010; Schmandt et al., 2013). The approach makes use of the fact that the fast displacement of mass at the Earth’s surface generates elastic seismic waves that propagate through the subsurface and can be recorded by acoustic or seismic sensors.

A simple particle drop experiment made on a dry gravel-bed channel can be used to illustrate the potential of monitoring geomorphic mass movements with seismic sen-
sors, and to a certain extent, the characterization of geomorphic processes (Burtin et al., 2011). Two different rocks with masses of 45 kg and 0.07 kg weight were dropped from 1 m height, and the induced elastic waves were recorded by a seismometer located at 7 m from the impact. Two immediate observations can be made from the recorded signal (Fig. 1): the heavier rock generates a seismic signal with an amplitude that is 30 times larger than the lighter rock, and its frequency response has a longer period wave.

Based on this simple experiment, one can expect that any process in which solid matter moves over the surface of the Earth generates seismic waves that carry information about the location, timing and magnitude of that process in their time series and frequency content. Indeed, seismic and acoustic methods are used routinely to monitor geomorphic processes such as snow avalanches (e.g., Surinach et al., 2005; Bessasson et al., 2007) and bedload transport (e.g., Gray et al., 2010; Rickenmann et al., 2012), and are employed on an operational basis in natural hazard warning systems (e.g., Badoux et al., 2009). Established applications have mainly targeted a specific process at a specific site. Stream-side or landscape-wide monitoring concepts are not yet established as a standard tool in geomorphology, but proof-of-concept studies have been described for several processes such as debris flows (Burtin et al., 2009, 2014), bedload transport (Govi et al., 1993; Burtin et al., 2008, 2011; Hsu et al., 2011; Schmandt et al., 2013) and rock slides (Helmstetter and Garambois, 2010; Deparis et al., 2010; Dammeier et al., 2011), and path-finding scientific applications have been published (Ekström and Stark, 2013; Burtin et al., 2014).

Here, we review the principles, advantages and current limitations of the seismic monitoring of geomorphic processes. First, we introduce some basic concepts of seismology and survey the different instrumentations for recording seismic waves generated by geomorphic sources. Then, we highlight the advantages and drawbacks of a seismic remote sensing approach, explore the use of seismic instrument arrays to detect, locate and characterize geomorphic activity and discuss the adaptation of the network geometry to the geomorphic process or process system of interest, illustrat-
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2 Seismic signals and their monitoring

2.1 Signal generation, propagation and recording

When a rock particle hits the ground, the kinetic and potential energy of the impact is partially transferred to the medium as seismic energy and carried by seismic waves that propagate and dissipate from the source point. Seismic waves are classified as body-waves that travel through the medium as compressional waves or P waves (also primary waves), involving volumetric disturbances, and shear waves or S waves (also secondary waves), with only shearing deformation, precluding their propagation in fluids. Seismic waves can also travel along the Earth’s surface as surface waves. These are further subdivided into Rayleigh and Love waves. Rayleigh waves arise from an interaction between P and S waves at the free surface and are radially polarized with a retrograde ellipsoidal particle motion similar to the orbital motion of water under surface waves. Love waves consist of S waves polarized in the horizontal plane that are trapped in a wave guide near the surface. Therefore, they are only observed on the transverse component of seismometers.

The seismic energy that radiates from a source is directly linked to the magnitude of the force involved. In addition, the forces acting at the source determine the frequency content of the emanating waves, with the largest seismic sources exciting the lowest frequencies. The largest earthquakes cause waves with frequencies of $\sim 3 \times 10^{-4}$ Hz (e.g., Lay and Wallace, 1995), and very large landslides can generate waves with frequencies of $\sim 6 \times 10^{-3}$ Hz (Ekström and Stark, 2013). The forces involved in most geomorphic process events are small by comparison, exciting waves with dominant frequencies above 1 Hz. Seismic energy is dissipated while the wave is travelling, and this dissipation is also dependent on the frequency content of the wave. Very large mass
movements produce low frequency signals that can be recorded at great distances, like earthquakes, but more common geomorphic signals dissipate over distances of less than 100 km (e.g., Deparis et al., 2008; Burtin et al., 2009). Seismic attenuation can occur due to several types of dissipation. First, the seismic waves from a point source spread in all directions, and their energy is distributed over an ever-increasing area, which is to a first order spherical for body-waves and cylindrical for surface waves. Thus, the energy per unit area decreases with the square of the distance to the source for body-waves and linearly for surface waves. This type of dissipation is referred to as geometrical spreading, and it explains why surface waves have generally the largest amplitude on a seismogram. Second, seismic energy is also lost by shear heating at grain boundaries or rock mass discontinuities, referred to as anelastic attenuation. The effect is frequency-dependent; high frequencies are more sensitive to heterogeneities in the medium, meaning that they are more attenuated than low frequencies. Low-frequency seismic waves, with long wavelengths, are not affected by medium heterogeneities with a shorter characteristic length scales. Therefore, the medium is seen as a homogeneous body by such waves. Anelastic attenuation is described by a quality factor $Q$, which is wave-dependent (P or S waves) and inversely proportional to the energy loss. Thus, low $Q$ values denote a strongly attenuating medium.

Seismic waves can be recorded by velocimeters, seismometers or geophones, all of which register local ground motions. Accelerometers or strong motion sensors can also be used as seismic instruments. Their use in geomorphic studies is limited since they are less sensitive to small motions than seismometers and we do not consider them further. Modern seismic instrumentation offers a wide range of sensors with different characteristics that make them suitable for specific applications, like seismic imaging, earthquake monitoring or civil engineering. A key characteristic concerns the frequency response of the instrument or its sensitivity to a given frequency band. Two main instrument categories exist. Short-period sensors, like geophones are sensitive to a high frequency band from around one Hz up to several hundreds of Hz. This high frequency band is well suited for most geomorphic sources and short-period sensors are es-
especially used for monitoring of channel processes. The principal difference between a geophone and a seismometer is that the latter is more sensitive to small ground motions, especially at frequencies below 1 Hz. Surface processes also generate low-frequency seismic waves, which require broadband seismometers that commonly have a natural frequency of $8.3 \times 10^{-3}$ Hz (120 s period wave). This allows the recording of low frequency seismic energy induced by large landslides and other mass movements (e.g., Ekström and Stark, 2013). Broadband seismometers are also sensitive to higher frequencies ($\sim 100$ Hz). They are typically more expensive than short-period sensors.

Broadband seismometers and most short-period instruments record seismic signals in three dimensions, on orthogonal axes which are commonly aligned vertical, north and east so that directional information from multiple stations can be compared. The study of horizontal signal components has several interests. First, the seismic energy is larger on horizontal components since they are affected by both types of surface waves (Rayleigh and Love waves). This contrasts with the vertical direction which records Rayleigh waves only, and body waves whose amplitude is much lower than that of surface waves. Second, the use of three-component instruments allows a larger diversity of data processing than a single-component instrument. For example, the polarity of seismic waves can be used to determine the source type, and it can also give some information about the incoming direction of a wave front in a location problem. Moreover, the analysis of three-component seismic data allows the estimation of possible site effects, like seismic amplification.

Seismometers and geophones are sensitive to small ground motions, corresponding to velocities larger than 1 µm s$^{-1}$ at a quiet site. They can but do not have to be deployed in the immediate vicinity of the studied processes. Crucially, they can also be located at safe sites, removed from geomorphic process activity, where their functioning is not compromised. Their location can be tailored to the monitoring objective, which typically falls into one of two categories. Either monitoring is targeted at a specific process and site, or it is aimed at the use of the ambient seismic noise to study multiple processes interacting over a distributed area. We will discuss these two general classes in the
following sections, using the monitoring of bedload transport as an example, as both local and ambient approaches have been used to study this process.

2.2 Local monitoring

Geophones are used in several indirect methodologies to survey channelized geomorphic processes such as bedload transport (e.g. Gray et al., 2010) and debris flows (e.g., Comiti et al., 2014). The term indirect indicates that the seismic signal gives direct information only on relative rates, and has to be calibrated to obtain absolute rates (e.g., Mizuyama et al., 2010a). For in-stream monitoring, geophones are often coupled to steel plates or pipes (e.g., Rickenmann and Fritschi, 2010; Mizuyama et al., 2010b). In this set up, the sensor records the signal of the impact of sediment particles on the steel casing whilst being protected from the sediment-laden flow. As an additional benefit, it is to some extent possible to isolate the sensor system from noise sources originating outside the channel, and thereby from processes that are “not of interest”.

Currently, the most advanced in-stream indirect monitoring method for bedload transport is the Swiss plate-type geophone system (Rickenmann et al., 2014; Turowski et al., 2009, 2013) that will be used as an example here. Versions of this sensor system have been employed for more than 25 years in the Erlenbach, a small headwater catchment (0.7 km$^2$) in the Swiss pre-Alps (e.g., Rickenmann et al., 2012). The stream is instrumented with six geophone plates located in a cross-section just upstream of the retention basin. The sensors record the seismic signal of bedload impacting on the plates, and when the amplitude exceeds a pre-defined threshold, an impulse is counted. These impulse counts provide a memory-saving summary statistic that has been proven to be a robust predictor of transported particle mass both in laboratory experiments and in comparison to direct field measurements at the Erlenbach (Fig. 2) and at other sites (Rickenmann and McArdell, 2007; Rickenmann et al., 2012, 2014). A similar technique is used for the Japanese pipe hydrophone and yields comparable results (Mizuyama et al., 2010a, b).
Local monitoring has distinct advantages and disadvantages over ambient monitoring approaches. Although the initial installation of instrumentation such as the Swiss plate-type geophone system is costly and relies on the existence of a fixed channel cross section such as a check dam, afterwards the sensors are largely maintenance-free and can record at a high temporal resolution for decades. Moreover, the sensor housing is acoustically isolated and only relevant in-stream signals are recorded. Many other types of sensors exist (see Gray et al., 2010), some less sophisticated than the Swiss plate-type geophone system and therefore quicker to deploy, but less stable and more sensitive to noise. Local monitoring solutions provide observations and quantifications of a process at a point. For them to be meaningful, process manifestations must be focused in the location of observation. This is the case for channel processes such as bedload transport and debris flow, but not for other surface processes. If broader spatial coverage is desired, then ambient monitoring is the approach of choice.

2.3 Ambient monitoring

Ambient monitoring has two principle advantages. First, the instruments are installed outside of geomorphically active areas such as channel beds, and are thus easily accessible for maintenance and data collection, and protected from the destructive forces acting during geomorphic events. Second, the instruments are likely to record signals from a variety of processes and distributed sources.

Govi et al. (1993) were the first to explore a stream-side approach for the monitoring of in-channel processes, using six short-period seismometers deployed along a 150 m long coarse-grained alluvial channel in the Italian Alps. These authors analysed the average seismic amplitude from several flood events and highlighted the potential for bedload monitoring. Time-frequency analysis of continuous seismic signals from a temporary seismological experiment deployed across the Himalayas (Hi-CLIMB experiment, Nábělek et al., 2009) showed the importance of the nearby trans-Himalayan Trisuli River in generating the recorded seismic energy (Burtin et al., 2008). The stations along and within two kilometres from the Trisuli River displayed an increase of seismic
energy between 1 and 20 Hz during the summer monsoon season (Fig. 3). Along the Himalayan Arc, this period shows a drastic increase of water discharge and sediment transport, due to rainfall and melting of Himalayan snow and glaciers (e.g., Barros and Lang, 2003). The relation between high frequency seismic energy and hydrological parameters traces a hysteresis loop (Fig. 3b) with a larger seismic energy during the onset of the monsoon than at the end of the summer at a given water level (Burtin et al., 2008). This indicates that the flowing water is not the only source of river seismic signals and that secondary signals are produced by sources in the river, probably moving bedload particles. No bedload data are available for Himalayan rivers at the time of writing, but a similar hysteresis loop between suspended sediment load and water discharge is known from other trans-Himalayan rivers (Gabet et al., 2008; Andermann et al., 2012; M. Struck, personal communication, 2014), lending some weight to this interpretation. Hsu et al. (2011) also found a hysteresis loop between discharge and seismic noise at the shorter time scale of a typhoon-induced flood along the Cho-Shui River, Taiwan.

For reduced hydrodynamics and grain sizes several orders of magnitude smaller than those mobile in Nepal or Taiwan, the potential of seismic monitoring was explored in a small braided river plain in the French Alps (Burtin et al., 2011). A frequency band of [2–5] Hz was found to best explain the fluctuation of water discharge (Fig. 4). Similarly, Schmandt et al. (2013) attributed the frequency band of [0.5–2] Hz to near-bed turbulence, the band of [2–15] Hz to the interaction between surface waves and air, and the band of [15–45] Hz to bedload transport. These observations indicate that in the river seismic signal the flowing water component can be spectrally isolated from the sediment component.

It has been suggested that larger bedload particles excite lower seismic frequencies (Burtin et al., 2011). This has also been inferred from laboratory and natural experiments (Huang et al., 2004, 2007), and a dependence of the signal on particle size has been reported from in-stream monitoring (Etter, 1996; Rickenmann et al., 2014). This
frequency-grain size dependence opens possibilities for indirect monitoring of bedload calibre and grain size distributions for example during floods.

Although channel processes were first investigated using ambient monitoring approaches, they are not the only geomorphic activity that is recorded by seismic networks. Importantly, the sensitivity of seismometers to weak ground motion also allows surveying of slope processes (Deparis et al., 2008; Dammeier et al., 2011), and a wide range of other seismic sources, from anthropogenic activity (McNamara and Buland, 2004) to meteorological and environmental sources like rain and wind or agitated vegetation. Thus, seismometer networks can be used to study both hillslope and channel processes, their interaction, and the attendant environmental conditions (Burtin et al., 2013, 2014). To understand what is recorded and to avoid misinterpretations, a source characterisation needs to be performed. This is generally done with time-frequency analysis, which allows the discrimination of seismic sources, and is the topic of the next section.

3 Characterisation of seismic signals

3.1 Methods

A common tool to characterize the seismic signal is time-frequency analysis. Although seismic amplitude can give relevant information, the important temporal features of a signal can be masked by input that is not related to the event of interest. Filter processing, targeting specific frequencies, can help to isolate relevant parts of the signal. Time-frequency analysis is a combination of both these aspects since the seismic amplitude or energy is quantified in both time and frequency domains.

A classic method in time-frequency analysis is the Fourier Transform. The continuous seismic signal can be divided into short segments, on which a taper is applied and a Fast Fourier Transform (FFT) is performed on each individual segment to obtain a series of spectra. These are compiled in time to give the equivalent of a spectrogram,
showing the distribution of seismic energy in time and frequency. With a taper it is possible to decrease the effect of spectral leakage due to limited window size. It avoids an artificial increase of power at neighbouring frequencies and allows for enhanced identification of the frequencies that characterize a signal.

To reduce the variance of the spectrum that generally arises from the simple use of a FFT and enhance the interpretation of a time-frequency analysis, several other Power Spectral Density (PSD) estimators exist. One PSD estimator relies on Welch’s overlapping method (Welch, 1967), in which a time series is split into several overlapping segments and a PSD computed on each individual segment. Then, an average PSD over all the segments is determined, which corresponds to the PSD of the original time series. This averaging step serves to reduce the variance of the final spectrum. However, with short time series for which few data points are processed, the splitting is a limitation since it affects the resolution of the discrete spectrum, where a limited number of frequencies are estimated. This method especially reduces the spectrum resolution at low frequencies. Thus, in a time-frequency analysis with a temporal resolution of a few seconds Welch’s approach can be problematic for frequencies around 1 Hz. To avoid this limitation, PSDs can be computed with a multi-taper approach (Thomson, 1982; Percival and Walden, 1993). In this case, the time series is windowed with a discrete, prolate spheroidal sequence of tapers, where the taper of a given order corrects the effect of the previous order. Then, all the calculated PSDs are averaged to obtain a spectrum with a reduced variance. The advantage of a multi-taper method is that the signal is not divided, as the window size is constant, which avoids a decrease of the frequency resolution.

Time-frequency analysis is not the only approach to characterize the energy of time series. Many other methods exist for signal processing, like wavelet analysis to remove noise from the seismic records and isolate the signal of a specific process. We refer the reader to relevant review papers for details (e.g., Gröchenig, 2001).
3.2 Seismic characteristics of geomorphic sources

Time-frequency analysis of seismic signals allows the identification of seismic sources with distinct spectral signatures. We can distinguish for example earthquakes, rockslides, debris-flows, bedload transport and anthropogenic activity (Fig. 5), based on differences between these sources in terms of the duration of a process event, the characteristic frequency range at which seismic energy is conveyed and the evolution of that frequency range over the duration of an event. Below, we review the seismic characteristics of several major geomorphic processes and other sources.

3.2.1 Rockfalls, landslides and river channel processes

As dry, gravity-driven erosion processes in steep rock walls, rockfalls, rockslides and rock avalanches tend to have a limited duration, similar to earthquakes, from several tens of seconds to a few minutes (e.g., Deparis et al., 2008). With a frequency content usually below 40 Hz, these events tend to have complex amplitude histories, due to independent motion of many substantial rock particles. The example spectrogram (Fig. 5) of a rockslide recorded in the Illgraben catchment in the Swiss Alps shows the emergence of seismic energy at high frequencies, and highlights activity of two different sources. The first is likely related to the slope failure and lasts about 10 s, and the second is interpreted to represent the rolling and tumbling of rock debris down the slope over a period of about a minute. Such characteristics are common to rockfall and rockslide activity (Deparis et al., 2008). A long rising time of seismic energy in many rockfalls contrasts with the sudden increase of energy in earthquakes. Thus, the rising time can be used to discriminate between this class of geomorphic events and earthquakes.

Landslides are an effective source of seismic signals and the largest mass movements are recorded at several thousands of kilometres distance (Kanamori and Given, 1982). This characteristic is explained by the low frequency (< 0.1 Hz) of the seismic waves that are generated by such landslides. The generation of low- to very low-
frequency content is a major difference to other slope events, like rockfalls and rock avalanches, which mostly produce high-frequency signals (>1 Hz). However, seismic stations close to a landslide event also record high-frequency signals with durations of the order of minutes (e.g., Favreau et al., 2010). Low-frequency seismic waves are useful to model of the seismic signal because a simple earth model is enough for the medium assumption and high-frequency heterogeneities are neglected. This allows the inversion of the force mechanism of the event, generally a single force, and estimation of landslide parameters such as volumes or slide velocity (Favreau et al., 2010; Allstadt, 2013; Ekström and Stark, 2013). The study of such non-conventional seismic sources has been shown to be especially useful for the survey of submarine mass movements and landslides in remote (glaciated) settings (Lin et al., 2010; Ekström et al., 2003).

Turning to channel processes, debris flows produce an intense seismic activity that can be recorded by stream-side stations (Burtin et al., 2014). On a spectrogram, a debris-flow reveals a progressive to rapid increase of seismic energy in a wide high frequency band [1–60 Hz] (Fig. 5). This increase of seismic energy corresponds to the approach and arrival of the flow front close to the recording station. The total duration of a debris-flow seismic signal is a function of the flow activity and can last several to many minutes. In an example from the Illgraben catchment (Fig. 5), the first part of the signal has the highest seismic energy and corresponds to the head of flow, which has the greatest mass and density and the highest concentration of very large particles (Burtin et al., 2014). The tail of the signal is characterized by a gradual decay of energy due to decreasing flow level and sediment concentration.

Seismic signals of bedload transport have characteristics comparable to those of a debris-flow. Bedload motion activates the entire high-frequency band, but the lowest frequencies (<5 Hz) are only active when coarse bedload is moving (Huang et al., 2007; Burtin et al., 2011). The increase of seismic energy, as well as the duration of recorded activity, depends largely on the meteorological and hydrological conditions during the flood event (rainfall, runoff etc.). As bedload transport generates a continuous ambient seismic activity due to simultaneous motion of many sediment particles,
identification of single impacts at multiple stations is generally impossible (Burtin et al., 2010). However, under specific hydro-sedimentary conditions with low bedload transport rates, individual impacts can be isolated. It is important to note that the river seismic signal is also affected by the flow of water (e.g., Schmandt et al., 2013). As an example, a bedload transport episode recorded along the “Torrent de St Pierre” in the French Alps (Meunier et al., 2011) was accompanied by a persistent [2–5] Hz seismic signal due to flowing water (Figs. 4a and 5).

Information from spectrograms helps to determine the main characteristics of a geomorphic event. These time-frequency features can be used a priori in an automated process for the identification of geomorphic sources and to limit the occurrence of false alarms, crucial in the development of warning systems. This discrimination can also be performed a posteriori to evaluate the relevance of the seismic monitoring of geomorphic processes. It requires reliable distinction between geomorphic sources and other sources that intrude in the frequency range of geomorphic signals. These are mainly of tectonic, meteorological or anthropogenic nature.

3.2.2 Tectonic and meteorological events and anthropogenic activity

Tectonic events are recorded by seismometers all around the world. The spectrogram of a local earthquake, an event located less than 100 km from the receiver, shows an instantaneous increase of seismic energy over a broad frequency range (Fig. 5), followed by a rapid energy decay that is stronger for higher frequencies. This frequency dependency illustrates the anelastic attenuation of seismic waves that propagate in a scattered medium (Toksöz and Johnston, 1981). The sudden energy increase corresponds to the impulsive arrival of a P wave. The event duration of up to tens of seconds is short but increases with the event magnitude. In the case of other tectonic events, like regional and more distant (teleseismic) earthquakes, the event duration is longer, and the signal has an important low frequency content (e.g., Burtin et al., 2013). Such events are recorded by regional and global seismic networks, and catalogues can be investigated to discard them from the continuous seismic signal (Burtin et al., 2013). It
is worth noting that occasionally large geomorphic events are also contained in such seismic catalogues.

Meteorological events can generate seismic signals at low and high frequencies. Wind can produce important seismic background noise at frequencies below $3.33 \times 10^{-2}$ Hz, which correspond to wave periods exceeding 30 s, due to variations in the local atmospheric pressure field that produce an effective ground displacement and rotation (e.g., De Angelis and Bodin, 2012). Broadband seismometers are sensitive to such ground tilting motions, but short-period sensors cannot record the long-period waves generated by wind. In addition, wind can generate high-frequency seismic noise when it interacts with nearby obstacles such as vegetation or fences, which vibrate and thus induce a high-frequency disturbance. It is therefore important to deploy stations away from such sources of high-frequency signal. Rain drops can also lead to an increase seismic noise but this seems to be highly dependent of the local environment. During an experiment for which several seismometers were deployed in a river braidplain, Burtin et al. (2012) identified a rain signal at frequencies above 70 Hz that was present only at a station installed next to a large boulder. Stations deployed without immediate proximity of large rocks did not show this signal. It could be that rain drops falling on soft ground or soil are not effective sources of seismic noise, in contrast to drops hitting a rock surface, where there is a better coupling to propagate seismic waves. This interpretation has to be further investigated with dedicated experiments, but the observations seem to show that rain can affect very high frequencies under specific conditions. Further, lightning and thunder produce infrasound signals below 20 Hz (Scarpetta et al., 2005; Assink et al., 2008), which can be recorded by seismometers if the coupling between acoustic and seismic domains is effective (Walker et al., 2011).

Nevertheless, to our knowledge, no study containing a systematic seismic survey of lightning and thunder sources has been published.

Finally, anthropogenic activity can also give rise to seismic perturbations. It can be as diverse as industrial activity, transport noise, or people passing close to a seismometer. Despite this large variability in their origin, a few time-frequency characteristics typical
for anthropogenic noise can be highlighted. The intensity of anthropogenic seismic disturbance generally follows the local work patterns, resulting in distinct daily cycles. Individual perturbations often have a short duration and affect the [1–20] Hz frequency band mainly (Fig. 5). The signal amplitude of such perturbations is mostly relatively low and recorded only at nearby stations. Therefore, anthropogenic signal is rarely coherent over an entire array and this criterion helps to separate human induced signals from geomorphic sources. Nevertheless, for geomorphological purposes it is best to avoid the deployment of instruments close to high traffic roads, industries or houses because these sources could mask geomorphic signals in the same frequency range.

4 Detection and location of geomorphic processes

4.1 Detection

Continuous seismic monitoring over longer time periods produces a large volume of data with a substantial number of events, making comprehensive manual detection and location expensive and prone to operator subjectivity. Automated event detection is a requirement especially for real-time monitoring. In seismology, the automated detection of earthquakes by permanent seismic arrays is a common task, which is performed in real-time, according to a widely applied procedure called short-term average/long-term average (STA/LTA) approach (e.g., Havskov and Alguacil, 2006). This approach is also relevant for geomorphological applications.

The principle of the STA/LTA approach is to continuously calculate the ratio \( R \) of the average of the absolute seismic amplitude or energy \( u \) of a short (STA) over long (LTA)
time window. An algorithm makes the computation of running averages, where

\[
STA_i = STA_{i-1} + \frac{|u_i| - STA_{i-1}}{N_{STA}},
\]

(1)

\[
LTA_i = LTA_{i-1} + \frac{|u_i| - LTA_{i-1}}{N_{LTA}} \quad \text{and}
\]

(2)

\[
R_i = \frac{STA_i}{LTA_i}.
\]

(3)

In these relations, \( i \) represents the sample or data point of the continuous signal and \( N_{STA} \) and \( N_{LTA} \), the number of points taken to calculate the short and long term average, respectively. When \( R \) exceeds a pre-defined threshold, usually set from 3 to 6, a possible event is detected. If \( R \) remains above the trigger threshold during more than a given duration, the event is validated (Fig. 6). To ensure the efficiency of the STA/LTA detection, it is important to define the key parameters according to the processes to be detected. This may require training with characteristic events to increase the relevance of the algorithm and avoid false alarms or undetected events.

The STA duration is typically taken in the range from 0.5 to 5 s. The shorter the duration, the more sensitive is the detection of impulsive events. For the study of geomorphic processes that have an emergent increase of seismic amplitude, the optimal STA can be quite long, which could preclude the detection of very short events. The LTA duration should be defined to capture the fluctuation of the background seismic noise. With a long LTA, \( R \) tends to decrease rapidly, resulting in an early end of the trigger (Fig. 6d and h). Moreover, when two separate events occur in a time period less than the LTA duration, the second event may not be detected (Fig. 6h). To avoid these issues, the LTA can be frozen at the trigger value so that the ratio essentially reflects the fluctuation of STA, which is the smoothed event signal. The last parameter to define is the de-trigger threshold, which corresponds to the ratio value below which the detection of an event is terminated. The de-trigger can be equivalent to the trigger threshold but could be set to a lower value to avoid a premature end of the event detection.
To illustrate the STA/LTA approach and the utility of a frozen LTA, we show the result for two seismic records, of a rockslide and a rockfall that occurred in the Illgraben catchment, Switzerland (Fig. 6). Prior to the detection, the signal from the vertical component was filtered in the frequency band assigned to the process of interest, [1–10] Hz in this case (Fig. 6a and e). Then, the absolute signal of the vertical component was computed, but we could also have averaged the absolute amplitude from all the available components to increase the signal to noise ratio. The STA and LTA durations were set to 5 and 90 s, respectively. The trigger threshold was defined at \( R = 6 \) and a lower value \( R = 2 \) was chosen for the de-trigger threshold. The rockfall case (Fig. 6a–d), illustrates the interest of a frozen LTA to correctly estimate the event duration: a continuously updated LTA quickly increases whereas the STA decreases, leading to a drop of the STA/LTA before the end of the event (Fig. 6d). This does not occur with a frozen LTA (Fig. 6c). In the second seismic recording (Fig. 6e–h), the rockslide duration is evidently well estimated with a frozen LTA, but the main benefit here is in the ability to detect a second event triggered 20 s later (Fig. 6g). This event is not detected with a continuously updated LTA because the STA has a level of amplitude equivalent to the tail of LTA from the first event (Fig. 6h).

Finally, for the automatic detection of long duration geomorphic processes, like a debris flow or a flood, the duration of the STA and the LTA have to be adapted. For this purpose, the STA should describe the duration of the seismic increase due to the flow arrival and could be set to 1–2 min. Further, the LTA should be scaled to the flow duration, from 30 to 90 min.

### 4.2 Location methods

The next step is to know where in the landscape an event occurs and how it evolves both in space and time. In this analysis, the key principle relies on the observation of a coherent seismic signal at multiple stations. Then, the time arrivals of the signal at the stations are used to determine the most likely location of the event, which is the origin point that best explains the observed arrival times. In this section, the location
of a geomorphic process is divided into two approaches, depending on the nature of
the event, either a single or short duration event, like a rockfall, or a quasi-permanent
seismic source, like bedload transport. In both cases, we need to determine an arrival
time, but the procedure is different.

4.2.1 Discrete geomorphic events

Rockfalls, rockslides and other short duration hillslope processes can be considered as
discrete or transient events with seismic signals of up to a few minutes. If the seismic
amplitude is well above the ambient noise, such an event is easily detectable with
a STA/LTA approach (Sect. 4.1). For location, several strategies are then available,
depending on the noise level, the frequency content of signal and the seismic source
type. These features affect the nature of the seismic waves that first arrive at a station.
For instance, if the seismic noise level is high it may mask the first arrival, or, in case
of a slope failure, an impulsive first arrival may be recorded. Therefore, the first arrival
can be an emergent or impulsive increase of seismic amplitude, making estimation of
the event time at a station more, or less difficult.

For emergent signals, the most commonly employed method, called beam-forming,
relies on the cross-correlation of seismic records (e.g., Lacroix and Helmstetter, 2011).
To determine the times of arrival \( T_i \), the entire signal is cross-correlated, i.e., the
envelope of the signal or a pre-selected time window in which a coherent wave-packet is
observed at many stations. In this case, the arrival time \( T_i \) at a station \( i \) is defined by

\[
T_i = t_0 + l_i/V,
\]

with \( t_0 \) the origin time, \( l_i \) the distance from source to receiver and \( V \) the propagation
velocity. In a medium with a homogenous \( V \), \( l_i \) corresponds to the ballistic distance

\[
l_i = \sqrt{(x_i - x_0)^2 + (y_i - y_0)^2 + (z_i - z_0)^2},
\]

where \( (x_i, y_i, z_i) \) and \( (x_0, y_0, z_0) \) are the coordinates of station \( i \) and the event, respectively. The correlation coefficient for the pair of stations \( (i, j) \) maximizes for the time
delay $dT_{i-j}$ that best sets in phase the two signals. The time delay $dT_{i-j}$ between stations $i$ and $j$ is

$$dT_{i-j} = (t_0 + l_i/V) - (t_0 + l_j/V) = (l_j - l_i)/V.$$

(6)

Cross-correlation allows removal of the unknown parameter $t_0$. Therefore, if $V$ is unknown – which is common – then the location problem is solved by searching the location $(x, y, z)$ and the propagation velocity $V$ that best explains the $dT_{i-j}$ observations.

With an array of $N$ seismometers, a maximum of $N(N - 1)/2$ time delays can be obtained to locate the event. Then, the residuals between the observed and calculated $dT$ are minimized. Alternatively, probability density functions can be used to map the time residuals in space (Burtin et al., 2009). Otherwise, the coherence of the cross-correlation functions can be directly mapped in the medium to retrieve the event origin (e.g., Lacroix and Helmsetter, 2011).

A separate approach relies on the polarization of the seismic waves to estimate the direction of the incoming waves in the horizontal plane (Jurkevics, 1988). With a back-projection of the arrival direction at two sites, an event can be located by triangulation, but more than two stations are required to estimate the relevance of the result. Polarization methods can only be applied if data from three-component sensors is available. However, this technique has limited potential for the study of hillslope processes because the polarization becomes highly variable for high frequency content and the necessary coherence between stations is often lost.

Finally, if the recorded event has an impulsive first arrival, like a slope failure or the impact of a freely falling object, it may be possible to identify a distinct first arrival. Then, the location procedure is, in essence, equivalent to the migration technique used in the study of earthquakes with the minimization of residuals between observed and calculated arrival times or time delays (Lee and Jahr, 1972).
4.2.2 Continuous geomorphic events

In contrast to hillslope processes, channel processes generate ambient seismic noise that overwhelms discrete sources. This river noise is composed of sources induced both by the flowing water and the impacts of sediment particles. A single impact isolated from other sources is easily detectable, but the same impact among thousands of others along a river reach is impossible to observe coherently at several stations. The location of sediment transport from the coherent time arrivals of impacts is impossible, but another approach exists.

A location procedure for bedload transport was tested along the Trisuli River in Nepal with the dataset from the Hi-CLIMB experiment (Nábělek et al., 2009; Burtin et al., 2010). The method aims to cross-correlate the continuous river seismic signals between stations, and if two receivers show coherence in the seismic signals, it means that both are recording the same sources. Thus, by locating the coherence, we retrieve the origin of the sources, which is the bedload transport in the case of river seismic signal. This approach has been used earlier to locate sources of ambient seismic noise at lower frequencies (< 1 Hz), such as signals from ocean swell (Shapiro et al., 2006; Rhie and Romanowicz, 2006; Gu et al., 2007).

Although the approach is not complex to perform, it requires some pre-processing steps that are essential to properly interpret the river seismic recordings. The continuous seismic signal is composed of ambient seismic sources but foreign, transient events with a short duration and large amplitude, like earthquakes, landslides or human activity, can occur. When cross-correlating a 24 h long record, which includes an earthquake registered at several station, then the earthquake instead of the river noise will affect the cross-correlation and dominate the coherence. This effect can be avoided by applying a temporal and a frequency normalization of the raw signal. A detailed description of the necessary processing steps was given by Bensen et al. (2007), which is summarized here. The frequency normalization or spectral whitening consists of resetting the power of each frequency to an equal value, and the temporal normal-
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Temporal normalization can be strong using 1-bit processing, where only the sign of the time series is kept, but weaker procedures use a running mean or clip the seismic amplitude above a given threshold. These latter approaches require some parameterization to obtain the best window length for the average or the best threshold for the clipping.

Once the continuous data are normalized, the signals are cross-correlated. If the signals are coherent, then the coherence needs to be checked for its time stability to verify that it is not induced by a single source. Time stability analysis is also required to check if the coherence is properly associated with the processes of interest. Optimally, cross-correlation is performed at several frequencies related to sediment transport but also to other anthropogenic activity that may be continuous during the day. For the Hi-CLIMB experiment (Burtin et al., 2010), only the coherence observed during the monsoon season was kept, since this time period corresponds to the highest activity of the river, both for discharge and sediment transport. The operation was performed for each available station pair along the Trisuli River and for a wide range of frequencies.

Once the library of envelope of noise correlation functions is set, time delays are converted into distances in a migration step to locate the origin of the sources. A detailed description of the approach was given in Burtin et al. (2010). These authors found that the location of coherence along the Trisuli River was in agreement with calculated river incision rates. This correlation gives support for the strategy used to locate bedload transport. In the described method, observations are made using a relative signal intensity since the normalization procedure resets the amplitude. Therefore, it is only possible to infer whether one river reach is transporting more sediment than another. However, calibration with independent measurements and the study of seismic amplitude with a noise correlation function may lead to the ability to obtain absolute transport rates.

To locate geomorphic activity, it is essential to use an array of seismometers. Arrays can have a wide range of network geometries that influence the resolution of the location and the area covered by the monitoring. Therefore, array geometry should be
adapted to the specific geomorphological needs. Different types of array geometries and their advantages and disadvantages are discussed in the next section.

5 Array geometry

5.1 Linear geometry

A seismic array with a linear geometry is suitable to study channel processes, like bed-load transport (Burtin et al., 2008, 2010) or the propagation of (debris) flows (Burtin et al., 2014). In the latter case, the flow velocity can be estimated from the analysis of seismic metrics. One approach consists of measuring the arrival time of the flow front at different stations, which corresponds to the time when the seismic energy exceeds the background seismic activity prior to the flow arrival. Taking into account the distances along the channel and between stations, a front velocity of the debris-flow can be defined.

Other approaches can measure the velocity of the flow front. Since a seismometer is sensitive to sources that are triggered at large distances, the instrument can detect the arrival of a flow before it reaches the channel point nearest to it. Assuming that a constant seismic energy is delivered by the flow, the recorded energy should increase as the flow moves closer to the station. Indeed, the attenuation of seismic energy decays with smaller source-receiver distances. Thus, it should be possible to retrieve the front velocity from the gradient of seismic energy arrival: the larger the rate of increase, the larger is the flow velocity. However, the anelastic attenuation of the medium and the wave content (body or surface wave) needs to be taken into account, and they are not always known. Nevertheless, some measures can be taken to overcome this issue, like testing a wide range of realistic $Q$ values with respect to the local lithology. An illustration of velocity estimation with this method is given in Sect. 6.2. Another complexity arises from the fact that some processes, such as debris-flows, are spatially distributed seismic sources. A debris flow generates seismic noise over its entire length that can
combine to modify the shape of the increase of seismic energy recorded at a station. However, large sediment particles usually concentrate in the snout of a debris-flow (Iverson, 1997), and they can be assumed to produce larger seismic sources than the tail end of the flow. Thus, the method of velocity estimation described above should at least give results that are correct to first order.

The flow velocity can also be inferred from the timing of the peak energy recorded at consecutive stations. This seismic metric may exhibit some discrepancies from one site to another and may not correspond to the real flow velocity. The channel morphology influences the dynamics of a flow, leading to erosion, transport or deposition of material, to pulsing transport, or to spatially variable flow velocities. As a consequence, a peak of seismic energy may be uncorrelated from one station to another. To better estimate velocity, the envelope of the seismic pulses can be cross-correlated to determine the most likely time delays for the passage of a flow event at several stations. In that case, the velocity is estimated by considering the entire flow signal. The study of seismic envelopes along the channel is also interesting for the continuous characterization of a flow event. For example, the observation of a decrease/increase of seismic energy in a channel reach can be linked to the deposition or uptake of sediment particles (see Sect. 6.2).

A linear array geometry is not suitable for the monitoring of all geomorphic processes. When monitoring in-channel processes, the location of the channel is usually known and this knowledge can be used to guide the flow location process. For location of hillslope processes, the accuracy will be correct in the array direction, when a source is located in the same valley near the channel (Burtin et al., 2009). However, the azimuth range for all the station pairs is limited in the longitudinal direction. Therefore, a source triggered perpendicularly is not imaged well and the location process can have an ambiguous outcome. As a consequence, a linear array is best suited for the study of propagating channel processes and can be used at the scale of a watershed.
5.2 Small aperture array

To better constrain the locations of spatially distributed geomorphic events, a second dimension has to be introduced into the array geometry. With a 2-dimensional (2-D) array and homogeneously distributed sites, the azimuths of all the station pairs cover the entire range of possible fluctuation. As a consequence, an accurate event location should be possible.

Small aperture arrays are a type of 2-D array that consists of several seismometers deployed in rings with a maximum aperture of 0.25–1 km. The advantage of using small distances between sensors is that coherent wave-packets can be observed across the entire array even for high-frequency content up to 30 Hz (Lacroix and Helmstetter, 2011; Lacroix et al., 2012), which is a key frequency band for the study of geomorphic processes. Moreover, the coherency of the seismic signals can be extracted for short time windows. Therefore, in the study of long duration and distributed sources, like snow and rock avalanches, the propagation of the event can be tracked by locating the different wave-packets. Lacroix and Helmstetter (2011) measured propagation velocities of rockfalls by tracking the different impacts along a slope. Similarly, Lacroix et al. (2012) successfully tracked the propagation of snow avalanches and estimated front velocities.

Small aperture arrays offer many advantages for the accurate location of sources, but, the location accuracy is dependent on the relative source-array distance. For distances less than two to three times the maximum array aperture, the source coordinates can be accurately retrieved. Location of more distant sources is still possible by resolving the azimuth of the incoming seismic wave front induced by the event (Almendros et al., 1999). In this case, an ambiguity in the location arises, since a direction pointing towards the source is obtained but no distance along this direction can be accurately found. To overcome this issue, one could increase the aperture of the array. However, as the distance between sensors increases, the coherency in the high-frequency seismic signals could be lost. This would result in the inability to determine the
direction of the incoming seismic waves, especially from smaller sources. Therefore, the array size is a trade-off between the maximum distance at which events can be accurately located, and the event size that can be observed. Small aperture arrays are well suited for studying propagating geomorphic processes, but because of the size-distance trade-off, their use requires especially careful planning. For the surveying of geomorphic processes at a broader scale, it is necessary to operate larger arrays that surround all seismic sources of interest.

5.3 Local to regional 2-D array geometry

A 2-D array geometry with a large aperture (100 km) yields good constraints on the location of events within its perimeter. The setup is well suited for studying geomorphic processes distributed in a watershed or at even larger scales (Deparis et al., 2008; Lin et al., 2010; Chen et al., 2013; Burtin et al., 2013). For instance, using the permanent national seismic network of Switzerland, Dammeier et al. (2012) studied large rock-slides that occurred all over the Swiss Alps in past decades. With constrains from field observations and geotechnical studies, these authors managed to define a relation between seismic metrics, like the signal duration, envelope area and peak ground velocity to estimate the rock volume involved in the recorded events.

To study the finest details of geomorphic processes and the interactions amongst them, high-resolution monitoring is essential. For medium-size areas (up to ~ 30 km$^2$), this can be achieved with a limited number of stations (~ 10 instruments) and an average sensor-distance of 1–5 km. Such an application is described in the following section.

6 Monitoring catchment dynamics

The advantages of seismic monitoring of geomorphic processes are fully revealed when it is applied to survey the geomorphic activity within an entire catchment. As
an example we use some results from a campaign in the Illgraben debris-flow catchment in the Swiss Alps (Burtin et al., 2014). During the 2012 summer, an array of ten seismometers was deployed to study the surface activity of this steep, 10 km² catchment, which delivers 5–15 % of the sediment load of the Rhone River upstream of Lac Léman (Schlunegger et al., 2012). The summer season usually corresponds to a period of intense erosion due to frequent convective rainstorms (Berger et al., 2011). The seismic array was designed to monitor both slope processes and channel dynamics with instruments deployed around the catchment and along the main debris-flow channel, respectively (Fig. 7a). The 2-D array had an average station spacing of 2.9 km.

6.1 Monitoring links between various geomorphic processes

During a moderate rainstorm with a cumulative precipitation of 18 mm, three debris flow pulses were observed downstream. Meanwhile, the seismic array detected 15 rockfalls, located on frequently active slopes in intensely fragmented metasedimentary rocks (Bennett et al., 2013). Two of these events occurred before the initiation of the debris-flow sequence (Fig. 7). Their locations and timing during the rainstorm fit the interpretation that one of the sediment-laden flow pulses was triggered by these rockfalls. Further downstream, the debris flow erosion and/or the ground vibrations during passage of the pulse, which was initiated by rockfall seem to have caused channel bank collapse. In addition to evidence from the location, this interpretation is supported by a sudden increase of seismic energy coherent with an immediate input of sediments in the flow. The observations highlight the two-way coupling between slope and river processes within a single erosion episode of no more than a few tens of minutes.

6.2 Channel processes and dynamics

The stations deployed along the debris-flow channel were used to seismically measure some characteristics of the sediment-laden flows. The flow velocity was inferred by the arrival time of seismic pulses at each station (Burtin et al., 2014). Average velocities
between two seismometers were estimated between 3.2 and 3.6 m s\(^{-1}\), and the flow pulses accelerated systematically after transition from the steep but rough catchment trunk channel to the smooth bedded channel in the debris fan downstream. The estimated velocities are in the range of previously observed debris-flow velocities in the Illgraben (Badoux et al., 2009).

Flow velocity can also be estimated using a simple model to simulate the increase of seismic energy as the flow approaches a station. For this application, the seismic energy from the debris-flow sequence recorded at 5–50 Hz by station IGB09 was used (Fig. 8). Modelling took into account the attenuation of both body and surface waves due to geometrical spreading, and since the anelastic attenuation was unknown, a large range of quality factors \(Q_c\), from 10 to 200, was tested. Finally, flow velocities \(V_{\text{flow}}\) from 1 to 5 m s\(^{-1}\) were tested, and the most likely velocity was obtained by minimizing the shape of the recorded seismic pulse. Using this approach, the front velocities of the three flow pulses were estimated at 3.0, 3.1, and 2.5 m s\(^{-1}\), respectively (Fig. 8). These values are comparable to, but slightly lower than the average velocities between IGB02 and IGB09 of 3.6, 3.2, and 3.4 m s\(^{-1}\), respectively, although comparison of the two results suggests that the last flow pulse may have slowed when approaching station IGB09.

The spatial fluctuation of the seismic energy can be used to infer channel dynamics since an increase/decrease of seismic energy is related to an increase/decrease of sediment mobility or particle impact energy. Thus, the variation of seismic energy can be linked with uptake or deposition of sediments along the stream. In the Illgraben, the different flow pulses of the debris-flow sequence showed similar behaviour; in each of the three pulses, seismic energy increased inside the catchment, implying addition of sediment by bed erosion and/or lateral input. Beyond the catchment outlet, the seismic energy stayed constant or decreased slightly in the two larger flows, indicating preservation of their sediment load. In contrast, for the least energetic flow, seismic energy decreased, indicating deposition or a reduction in the concentration of large sediment particles. The latter interpretation was supported by the spectral content of the seis-
mic signal observed at a check dam, where bedload impact rates were also recorded. This impact record indicated a relative lack of bedload in the flow, consistent with the absence of low frequency content in the seismic signal (e.g., Huang et al., 2007).

### 6.3 Interests of catchment seismic monitoring and generalization

The Illgraben experiment demonstrates the potential of seismic monitoring to capture the links between various geomorphic processes. In conventional techniques, these interactions are generally inferred a posteriori and they often remain unresolved, but seismic monitoring makes their study in real-time possible. Furthermore, traditional field observations are generally made on large magnitude events, since their signature in the landscape is easily identifiable. With seismic techniques small events can be explored and their role in landscape dynamics quantified. Finally, ambient seismic monitoring can be used to study processes in locations where direct field access is difficult or dangerous.

Seismic monitoring is a valuable tool for quantification of geomorphic activity for scientific purposes, but it is also interesting for implementation in warning systems. In the Illgraben, a hazardous debris flow event could be detected at its inception high up in the catchment, possibly about 15 min before it debouches into settled land. Incorporating a seismic system into a real-time warning network would therefore allow the detection of events much earlier than the existing in-stream warning system allows. Minutes thus gained can make a difference when alerting inhabitants of exposed areas. Continuous monitoring of the flow velocity and seismic energy offers the opportunity of real-time observation of geomorphic processes. This information could be used to regularly update the warning status and to direct mitigation efforts.

A dense seismic array in a limited-size catchment made it possible to observe process details in the Illgraben. To achieve similar resolution in larger catchments a commensurately larger number of seismic sensors must be deployed. An increase in the average spacing between sensors would affect the ability to detect and study smaller geomorphic events and the precision of event location. Monitoring resolution is also
affected by factors such as the seismic noise level or the medium (catchment substrate) properties. Thus, there exists a trade-off between the size/density of a seismic array and the resolution that can be achieved when mapping surface activity. The exact nature of this trade-off remains to be evaluated using different environmental and instrumental settings.

7 Outlook

Seismic instruments now allow the continuous monitoring of distributed and varied surface processes, yielding details that are difficult to acquire with classic approaches in geomorphology. The analysis of seismic signals generated by geomorphic events makes it possible to determine what happens where, when in a landscape and to resolve this geomorphic activity on the time scale of external forcing by, for example, meteorological events. Moreover, it opens a clear window on links and feedbacks between surface processes and landscape domains, and it holds the promise of real time detection and remote observation of hazardous process events. The potential of seismic monitoring has been demonstrated for diverse types of surface activity, including bedload transport, hillslope processes, and landscape erosion from oceanic coasts to steep mountain headwaters.

All applications described above share the necessity of calibration to translate the seismic signal into a geomorphic quantity and, thereby, to go beyond qualitative observation. This calibration has, for example, been performed for some surrogate monitoring methods for bedload transport (e.g., Rickenmann et al., 2012, 2014). However, it is a painstaking task, the feasibility of which is subject to the specificities of the environment. In the case of bedload transport, the highest transport rates and largest mobile boulders in steep mountain rivers can, at times, exceed the capacity of available sampling devices, making direct calibration of seismic signals over the full range of bedload particle sizes and transport rates challenging. Moreover, it is difficult to imagine the existence of a universal frequency-size relation since recorded frequencies are affected
by the source-receiver distances and medium properties. Therefore, the relation between frequency content and bedload size distribution will likely be site-dependent. To overcome these limitations and to quantify processes, one can resort to a modelling approach. Tsai et al. (2012) reproduced the hysteresis loop of seismic noise and water discharge observed in the Hi-CLIMB seismic data acquired along the Trisuli River (Fig. 3) with a simple sediment transport model including a representation of seismic energy induced by vertical particle impacts. With assumptions on the bedload flux and the grain size distribution, these authors were able to reproduce the fluctuation of seismic energy due to changes in river hydrodynamics (Fig. 9). Tsai et al. (2012) thus developed a first order direct model to simulate seismic data that can, at least in principle, be used in an inverse approach to retrieve bedload flux and grain size distribution. Future developments will need to explore more realistic sediment transport models, for example by including all modes of transport, including saltation, rolling and sliding on the river bed. In addition, field and laboratory tests of the model on high quality independent data are necessary.

Another important challenge for the development of a seismic survey of bedload transport is constituted by the fact that seismic instruments are sensitive to the “noise” of the flowing water in river signals, and the frequencies affected by this disturbance seem to overlap with those from bedload transport. To obtain a correct estimate of sediment transport, it is, therefore, important to discriminate the water noise from the bedload signal. A few studies have started to explore the seismic sources of flowing water, and although it looks possible to isolate it from bedload, the origin of the seismic noise is still discussed (e.g., Burtin et al., 2011; Schmandt et al., 2013).

For other future developments, it is important to quantify the influence of the array density on the spatial resolution of processes. This would allow optimal tailoring of arrays to the objectives of a given study. Recent work has clearly indicated the existence of a trade-off between the average instrument spacing and the ability to detect, locate and characterize the smallest events. This is an important feature to keep in mind also for the eventual development of warning systems, covering relatively large
regions, for the purpose of alerting authorities to the occurrence, magnitude and location of a catastrophic landslide. In regions where regular communication means are limited or disrupted after a natural disaster, seismic monitoring could allow for rapid response civil defence. This remote detection application complements the interest of seismic monitoring of debris flows or other flash flood events, including lake outbursts. Event detection is made at the inception and we can track its evolution to update the impact hazard on nearby populated area during its propagation.

We anticipate that seismic monitoring of geomorphic processes will become a standard tool in the study of landscape dynamics and for the monitoring of geomorphic hazards. The required instruments and techniques along with most of the data processing approaches are tried and tested and routinely deployed in mainstream seismology. However, to make the methodology viable for geomorphological purposes, further work is required directed at the quantification of surface processes and the translation of seismic signals into geomorphic observations. This will be done through calibration experiments and modelling approaches, which encompass the main features of geomorphic processes. Once this is achieved, the technique will allow the continuous and detailed mapping of the surface activity in a landscape at very high temporal resolution and specified spatial precision.
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Figure 1. Rock drop experiment on a dry gravel-bed channel in the French Alps, Pré de Madame Carle (Burtin et al., 2011). Particles with a weight of 45 kg (a) and 0.07 kg (b) fall from a height of 1 m. The ground vibrations are recorded by a seismometer located 7 m away from the impact. Amplitude is normalized for each drop but note that the 45 kg particle has a seismic signal 30 times larger than the 0.07 kg.
Figure 2. Comparison of calibration measurements of geophones and sediment transport from basket samplers (dots) and retention basin (squares) in the Erlenbach, Switzerland. After Rickenmann et al. (2012).
Figure 3. (a) Time-frequency analysis of the vertical seismic signal recorded at station H0460 from the Hi-CLIMB experiment in Nepal. Red and blue colours represent high and low level of seismic energy given in decibel relative to the velocity. (b) Daily average seismic energy in the [3–15] Hz frequency band at H0460 (a) as a function of the daily measured water level of the Trisuli River. Each square stands for a day and the colour the time evolution during 2003. After Burtin et al. (2008).
Figure 4. Comparison of the water discharge of the “torrent de St Pierre”, French Alps as a function of the recorded seismic energy in decibel for a [2–5] Hz (a) and [20–30] Hz (b) frequency band. The [2–5] Hz frequency band best explains the discharge fluctuation whereas the higher frequency bands lose this relation. These bands are interpreted to monitor the bedload transport and can be discriminated from the flowing water signal.
Figure 5. Characterisation of seismic signals (left) with a time-frequency analysis (right). Each vertical seismogram is high-pass filtered at 1 Hz and the seismic energy from spectrograms is in decibel. We performed the analysis for a local earthquake (Switzerland, day 144/2013 20:57:25 UTC), a public transport vehicle (GFZ Potsdam), a rockslide (Illgraben, day 1/2013), a debris-flow (Illgraben, day 203/2013) and bedload transport (Écrins, summer 2010), from top to bottom.
Figure 6. STA/LTA detection of a rockfall (left) and a rockslide (right). (a and e) [1–10] Hz band-pass filtered recording, (b and f) STA, LTA and frozen LTA for the processed event, (c and g) STA/LTA ratio with a frozen LTA, and (d and h) STA/LTA ratio with a continuously updated LTA. On the ratio figures, the horizontal black lines represent the trigger (upper-level) and de-trigger (lower level) threshold. The red box function illustrates the trigger state of the detection on/off (high/low).
**Figure 7.** (a) The Illgraben catchment (∼10 km², outlined in black) in Switzerland (dot in the inset map) and location of the seismological stations deployed during summer 2011 (inverse triangles, labels IGB#), meteorological stations from the Swiss Federal Institute for Forest, Snow and Landscape Research WSL (circles, labels ILL#), and Check Dam 29 (CD29, square) where the flow depth and bedload impact rates are measured. Rock 1 and 2 are the two rockfalls located and in relation with the debris-flow sequence. (b) Spectrogram in decibel of the vertical seismic signal at station IGB01 during the flow pulse 3. (c and d) Vertical [1–50] Hz bandpass filtered seismograms at stations IGB01 (c) and IGB04 (d). The signal of both rockfalls (Rock 1 and 2) are highlighted. After Burtin et al. (2014).
Figure 8. Flow pulse velocity measurement. (a) Residual for the velocity estimate of flow pulse 2 at IGB09 mapped in a quality factor ($Q_c$) – flow velocity domain. The most likely parameters that explain the recorded seismic signal is found by minimizing the residual (a $Q_c$ – flow velocity couple). The white dash line represents the local minima for each tested $Q_c$. (b) Residual value for each $Q_c$ highlighted along the white dash line in (a). For flow pulse 2, the most likely $Q_c$ is 60 and the flow velocity is 3.1 m/s$^{-1}$. (c) Seismic envelope at [5–50] Hz (black) recorded at IGB09 during the debris-flow sequence. The seismic data is smoothed with a 5 min length window. In red and for each flow pulse, we show the best solution. To compare and for flow pulse 2, we show the pulse shape for a velocity of 1.0 m/s$^{-1}$ (blue dash line) and 5.0 m/s$^{-1}$ (green dash line).
Figure 9. Sensitivity of PSD to grain size, and inversion of PSD data for $Q_b$ from Tsai et al. (2012). (a) Grain size probability distribution (blue) and resulting PSD (red). (b) Prediction of $Q_b$ (red) from fitting PSD data of Burtin et al. (2008) for station H0460 at [3–15] Hz (blue).